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ABSTRACT
In this paper, a method is presented that automatically rec-
ognizes kinematic mechanisms from textbook images using
an evolutionary algorithm to complement computer vision
techniques for object detection. Specifically, a nondomi-
nated sorting genetic algorithm (NSGA-II) is used to op-
timize the number and position of mechanical joints in an
image and corresponding joint connections (i.e. rigid bod-
ies) such that Pareto front solutions maximize image con-
sistency and mechanical feasibility. A well-known object
detector is used as an example method for locating joints,
and local image features between pairwise detected joints are
used to predict likely connections. The performance of the
algorithm using these specific vision techniques is compared
to a parameterized detection scheme in order to decouple
the efficacy of the object detector from the evolutionary al-
gorithm. Experiments were performed to validate this ap-
proach on selected images from a custom dataset, and the
results demonstrate reasonable success in both accuracy and
speed.

Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—Constrained
optimization, Stochastic programming ; I.4.8 [Image Pro-
cessing and Computer Vision]: Scene Analysis—Object
Recognition

Keywords
computer vision; evolutionary multiobjective optimization;
kinematic simulation; object recognition

1. INTRODUCTION
Visualizing the motion characteristics of a multibody me-

chanical system is an important step in design analysis and
synthesis [9]. Often, engineers use mental simulations to
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infer mechanical behavior [17], but this can be a difficult
for complex problems [16] or for individuals with low spa-
tial ability [18]. Alternatively, computer simulations can be
generated using specialized software [1, 21], but this task is
often time-consuming, which limits its usefulness in certain
situations (e.g. students solving a dynamics problem, en-
gineers brainstorming potential design concepts), and may
require advanced software skills, which hinders novice users.

In the present work, we propose a method for quickly
generating simulation models by automatically identifying
the underlying mechanical structure in single images. Re-
searchers have briefly studied the automatic recognition of
mechanical systems from sketches [8, 13, 14], but these ap-
proaches typically involve clean images, well-defined part
templates, and sometimes can make use of temporal infor-
mation to aid recognition. Raw textbook images of kine-
matic mechanisms, on the other hand, are often noisy, may
contain extraneous information from other graphics, and do
not always contain well-defined part models.

To our knowledge, the automatic recognition of kinematic
mechanisms from textbook images is a novel problem in
both computer vision and evolutionary computation, and
it has many interesting challenges. One of the primary
challenges in tackling this problem is determining the best
mechanism representation for recognition. Typical vision-
based detection methods treat an object as a single part
and learn a model using low-level image features [7, 20, 28],
but this technique would not work well for mechanical link-
ages, which may vastly differ in appearance from one to the
next. More recent vision approaches use part-based models
[6, 11, 12], which treat the object of interest as a collec-
tion of parts to be recognized. While this is more in line
with the structure of mechanisms, which can be viewed as a
collection of rigid bodies connected by joints that constrain
their motion, these methods require learned spatial relation-
ships (deformable models) between the parts. In the present
domain, this is impractical given that there are an infinite
number of possible mechanism configurations. The prob-
lem is compounded by the fact that model parameters of a
mechanism, in general, are unknown a priori ; the number
of joints, type of joints, number of bodies, and configuration
can all vary.

With this in mind, we propose solving the problem of
mechanism identification in two stages. The system takes as
input a raw textbook image containing a single, planar, kine-
matic mechanism of unknown structure. In the first stage,



joints are detected using a conventional object detector, and
low-level image features are used to predict the likelihood of
joint connections (i.e. rigid bodies). In the second stage,
we use a multiobjective evolutionary algorithm (MOEA) to
optimize the detected parts, while simultaneously evolving
structures that are mechanically feasible. The result is a
small set of feasible mechanisms that can be easily integrated
into engineering software packages for kinematic simulation
and analysis.

The remainder of the paper is structured as follows: sec-
tion 2 highlights related work in object detection and evolu-
tionary computation. Specific algorithm details are provided
in section 3. Experiments and concluding remarks are given
in sections 4 and 5, respectively.

2. RELATED WORK
Object detection is an important task for computer vision

that has been widely studied in recent years. A typical ap-
proach is to generate a large number of training images con-
taining the object of interest, extract salient features from
those images [2, 3, 7, 20], train a model on those features,
and then scan test images using the model to locate the ob-
ject. One of the primary challenges when designing an object
detector is determining which features are most relevant. In
this paper, a popular feature descriptor based on oriented
gradients is used [7]. This descriptor was originally devel-
oped for human detection and utilized in numerous appli-
cations since. The basic steps for computing HOG features
are as follows: color normalization (if desired), compute gra-
dients over entire image, compute weighted histograms over
small cells, merge and normalize overlapping blocks of cell
histograms (each cell typically contributes to 4 block nor-
malizations), and collect features (vectorize if needed). In
the original work, HOG features were computed on a set
of training images (both with and without humans) and
used to train a soft (C = 0.01) linear Support Vector Ma-
chine (SVM), which attempts to find the most discrimina-
tive hyperplane in feature space to separate the two classes
(human/no human). The present study implements this
method as an initial step to identifying mechanism struc-
ture.

There is a growing body of research in the area of mul-
tiobjective evolutionary algorithms (MOEAs), especially in
regard to real-world applications. Many well-known MOEAs
are based on Pareto dominance [10, 27, 30, 29], which states
that a given solution (U) dominates another solution (V ) if
it is at least as good on all objectives and better on at least
one objective; that is,

U � V ⇐⇒ ∀i ∈ {1, . . . , n}ui ≥ vi, and∃i ∈ {1, . . . , n}, ui > vi
(1)

where n is the number of objectives, and (ui, vi) is the score
of individuals (U, V ) on the ith objective. Arguably the
most popular MOEA of this type and the one used in this
present work is the nondominated sorting genetic algorithm
(NSGA-II) [10], which has been successful largely due to fast
computation of nondominated fronts, preservation of elitist
solutions, and lack of a user-specified sharing parameter.

The nondominated sorting genetic algorithm was first in-
troduced in almost 20 years ago (NSGA, [27]) and improved
8 years later (NSGA-II, [10]). The two identifying charac-
teristics of NSGA-II are nondominated sorting and crowding
distance. Nondominated sorting involves locating the Pareto

front (all nondominated solutions), assigning those solutions
a rank of 1, and iteratively assigning higher ranks to each
Pareto front level, ignoring all previously detected levels.
Crowding distance measures the local spread of solutions
and is used to preserve diversity in the population. These
parameters are used during the selection process as follows.
When sorting a set of solutions, any solution with lower rank
goes before solutions with higher rank. Inevitably, there will
be cases when the desired number of survivors cuts through
one of the Pareto ranks. In this case, the solutions with
that rank are sorted with preference to higher crowding dis-
tances. This algorithm has been shown to have success when
the number of objectives is small, so it should be a suitable
approach for the problem presented in this paper.

3. TECHNICAL DETAILS
The proposed approach to mechanism identification in im-

ages combines vision strategies for object detection with a
popular multiobjective evolutionary algorithm for optimiza-
tion. In this section, specific details are provided for each
component of the algorithm.

3.1 Vision-based Detection of Mechanical Com-
ponents

In this work, the key to identifying the true mechanism
contained in an image lies in the ability to accurately detect
two classes of objects: joints and rigid bodies. While previ-
ous works in parts-based detection might suggest we learn
detectors for each class separately [11], the present domain is
ill-suited for this approach because rigid bodies exhibit high
variance in image features such as size, shape, and color,
making the task of learning a reliable rigid body detector
difficult. Instead, we make use of the fact that knowing the
location of likely joints in an image greatly reduces the space
of likely rigid body locations because all rigid bodies must
be connected to at least two joints1. With this in mind, the
general pipeline for the vision portion of the algorithm is as
follows: (i) detect likely locations of mechanical joints; then
(ii) evaluate the likelihood of a rigid body between each pair
of joints.

3.1.1 Detecting mechanical joints
The first step in the vision pipeline is to identify the loca-

tions of each joint type2 in an input image. We accomplish
this task by running a sliding window over the entire image
and classifying each patch using a linear SVM. The SVM is
trained over HOG features [7] computed on a set of example
images.

The training data comprises positive and negative image
patches extracted from selected images. The positive exam-
ples contain the joint type of interest and are taken from
hand-labeled images of mechanisms, while the negative ex-
amples are randomly selected from the same images, mak-
ing sure they do not overlap with positive examples. Simi-
lar to previous work on supervised learning algorithms [13],
we augment the training set by applying a series of simple

1One exception to this rule is a pendulum, for which a rigid
body has only one joint connection, but this case is excluded
from the current domain of interest due to lack of complexity
2For all experiments described in this paper, we limit the
domain exclusively to revolute joints, but in theory, incor-
porating additional joint types (e.g. prismatic joints) would
simply require training a new detector.



Figure 1: (a) An example image and (b) the result-
ing heat map of joint detections, where color rep-
resents detection strength and rectangles highlight
local maxima.

transformations to each positive example: reflection about
the vertical or horizontal axis, and rotation by 90, 180, and
270 degrees. This effectively increases the positive training
data by a factor of 5, which likely improves the discrimina-
tive power of the joint detector. In addition, we follow the
approach of Dalal and Triggs [7] to improve classification
accuracy by mining hard negatives from an initially trained
SVM. This is especially critical for our problem domain be-
cause most of the background in textbook images is blank,
and therefore the initial set of negative training examples
may not accurately reflect the diversity of the negative im-
age space.

After training, the SVM can be used on a test image to
classify the image patch centered at each pixel. The result
is a heat map, in which distance from the decision boundary
(hyperplane) encodes detection strength. In our method,
we apply the mean shift procedure [5] to isolate local max-
ima and then discard extrema with strength less than zero
(negative distance to the hyperplane indicates the patch is
more likely to not contain a joint). Figure 1 illustrates this
concept on an example image. The remaining detected joint
locations and strengths are then passed to later stages of the
algorithm.

3.1.2 Detecting rigid bodies
As mentioned previously, rigid bodies are not explicitly

recognized using a sliding window detector; rather, they are
identified by the local image features that exist between
pairs of detected joints. Specifically, we use a normalized
measure of geodesic time to determine the strength of a pair-
wise joint connection (see Figure 2). The geodesic time [25]
between any pair of pixels (p, q) in a grayscale image is de-
fined as

tg(p, q) = min{tg(P )|P links p to q} (2)

and the geodesic time of a given path P of length n connect-
ing two pixels is given by

tg(P ) =
Ip0
2

+
Ipn
2

+

n−1∑
i=1

Ipi (3)

where Ipj is the pixel intensity of the jth pixel on the path.
Without loss of generality, let us assume we want to maxi-
mize geodesic time (i.e. true joint connections should have
high values). In a typical mechanism, there generally ex-
ists a path through darker regions for pairs of joints that
are located on the same rigid body (especially along solid
boundary lines). With this in mind, we invert the grayscale
image so that dark regions in the raw image have higher

values of geodesic time. Then, we normalize the result us-
ing the Euclidean distance transform with one of the joints
in question acting as the seed location. Without this nor-
malization, the algorithm would strongly bias connections
between joints that are far away from each other, even if the
connection is false.

One strength of this metric is its ability to identify rigid
bodies of varying shape and size. However, due to the nature
of kinematic chains, it also tends to misclassify false connec-
tions for joints that are on neighboring bodies. To overcome
this challenge, we increase the pixel intensity in the raw im-
age of each patch surrounding the detected joints, propor-
tional to SVM strength. This has the effect of decreasing
geodesic time for paths between joints that intersect other
joints. Also, to accommodate small errors in the location
of detected joints, which may undesirably increase geodesic
time, we artificially darken a small region (e.g. 16-pixel ra-
dius) surrounding the joint center to ensure the beginning
of all paths emanating from that joint are equally strong.

3.1.3 Parameterized detection scheme
While the aforementioned vision-based detection scheme

is likely a good practical solution to the problem of mecha-
nism recognition, it may lead to a misleading evaluation of
the evolutionary algorithm, since the two processes are not
independent. In order to decouple the performance of the
computer vision and evolutionary computation aspects of
our approach, we propose the parameterization of detection
results as follows.

1. Precision (Pr): Pr = tp/(tp + fp)

2. Difference in mean strength (∆µ): µfp − µtp

3. Standard deviation of true positive strength (σtp)

4. Standard deviation of false positive strength (σfp)

In theory, these parameters could apply to any object de-
tector. For the present work, detection of joints and connec-
tions are coupled, such that precision is only defined once,
yielding a 7-dimensional parameter space (4 for joints, 3
for rigid bodies). Given any 7-tuple corresponding to these
parameters, we can artificially generate strength values for
positive and negative examples of joints and connections,
without regard to actual image features or the spatial char-
acteristics of joints. In this manner, the efficacy of the evo-
lutionary computation can be evaluated without specifying
a specific vision-based algorithm for object detection.

3.2 Evolutionary-based Optimization
Given the output from the object detection pipeline, which

is a set of strength values associated with joints and pairwise
joint connections, the problem becomes one of constrained
multiobjective optimization. Specifically, we seek to find a
hypothesis of a mechanism that is strongly consistent with
what has been detected in the image as well as reasonable
in terms of kinematic simulation. To that end, we employ
the nondominated sorting genetic algorithm (NSGA-II) in-
troduced by Deb et al. [10]. This algorithm was selected for
several reasons, including its well-known success in solving
real-world applications, its ability to quickly find a diverse
set of good solutions for multiple conflicting objectives, and
the unique opportunities it provides for handling constraints.
Notable details specific to the present domain are outlined
below.



Figure 2: Computation of normalized geodesic time. (a) The sample grayscale image, with the pair of joints
involved in the calculation identified by black circles and all other joint patches lightened proportional to
their detection strength. (b) Geodesic time transform divided by (c) Euclidean distance transform yields (d)
the normalized geodesic time. In all instances, stronger values are more red while weaker values are more
blue.

3.2.1 Representation
We represent a mechanism using a graph structure, sim-

ilar to [19], but with nodes representing joints and edges
corresponding to rigid bodies. There are several interesting
properties of this representation. In particular, the presence
of an edge indicates that the pair of joints associated with
the connecting nodes are located on the same rigid body.
It is not always true, however, that all edges correspond to
unique bodies; in fact, any body containing more than two
joints will contribute a fully connected subgraph comprising
multiple nodes and edges. In addition, we relax the con-
straint that multiple pins fixed to the ground must share
an edge because a typical image may not exhibit strong vi-
sual cues that grounded pins are on the same body. Con-
sequently, the graph representation for a given mechanism
is not necessarily unique; also, multiple mechanisms can be
represented by the same graph.

Figure 3 illustrates the phenotype-genotype mapping for
our problem. The genotype is a vectorized transformation
of the mechanism graph, and it consists of two parts: (i)
a bit-string of length N to indicate the presence of a joint
in an individual hypothesis, where N is the number of de-
tected joints; and (ii) a bit string of length N(N − 1)/2,
which encodes the presence of pairwise edges. The latter
part is derived from the upper triangular matrix of the ad-
jacency matrix, which is symmetric. It should be noted that
the genotype does not explicitly include any information re-
garding the spatial layout of detected joints. Also, this rep-
resentation allows an edge to exist in the absence of one
or more of its connecting nodes. To deal with this issue,
the bit-string that encodes nodes (joints) is used to virtu-
ally mask “invalid” edges (connections) for the purpose of
fitness evaluation. However, the true value of those edges is
retained during crossover and mutation so that there is no
internal bias toward solutions with fewer edges.

3.2.2 Fitness criteria
The goal of our recognition algorithm is to find the mech-

anism topology graph that optimizes a series of objectives,
which can be broadly categorized as relating to image consis-
tency and mechanical feasibility. More specifically, we seek
to maximize the image-based strength of joints and connec-
tions used in a solution, to minimize the strength of unused
image information, and to maximize the likelihood that the
mechanical behavior of the optimal solution is meaningful.

1. The joint likelihood (f1) is the average detection strength

Figure 3: Abstracting the mechanism into a graph,
then mapping the graph to a bit-string, where the
first part of the chromosome identifies which joints
exist in a solution, and the second part dictates the
presence of connections between those joints.

of joints present in a given hypothesis (H), or

f1(H) =

∑N
i=1 Sj,i∑N
i=1 hi

(4)

where Sj,i is the strength of the ith joint and hi is the
(Boolean) value of the ith gene.

2. Similarly, the joint connection likelihood (f2) for a given
hypothesis is computed as the average connection strength,

f2(H) =

∑L
i=N+1 Sc,i∑L
i=N+1 hi

(5)

where Sc,i and L are the strength of the ith connection
and the chromosome length, respectively.

3. Residual image data refers to the average strength of
unused joints (f3) and connections (f4) in an individ-
ual solution. These two objectives are critical for en-
abling the detection of complex mechanisms; without
them, a four-bar linkage (the simplest mechanism in
our domain) will always be preferred unless additional
nodes and edges improve the strength of f1 or f2.

4. A series of binary mechanical constraints are evalu-
ated to estimate the kinematic feasibility of solutions.
The percentage of constraints that are satisfied make
up the final objective (f5); for a feasible mechanism,



this will have a value of 1. No constraint is more im-
portant than the others, and the feasibility objective
contributes to nondominated sorting in the same way
as the other fitness criteria. We chose this method
(as opposed to approaches that always prefer feasible
solutions [10, 4]) to allow infeasible, yet strong, solu-
tions to persist because they are likely to be near the
constraint boundaries.

While a full kinematic simulation would arguably pro-
vide the best insight regarding feasibility, it is sim-
ply too computationally expensive. Instead, we found
through trial-and-error that simple heuristics yield a
reasonable estimate of feasibility without the lag in
computational speed. The current set of constraints
used by our algorithm include: (i) the degrees of free-
dom3 (DOF) should be 1, (ii) each joint must have at
least one connection, (iii) there must be at least four
rigid bodies, including the frame, and (iv) all joints
must be a minimum distance away from each other
(e.g. 15-30 pixels).

3.2.3 Dealing with uncertainty
Uncertainty exists in the image consistency fitness criteria

due to the nature of learned detector models and noise in
the images. Comparing the distance to the SVM decision
boundary for two joints may not always accurately reflect
the true relative strength of those joints, especially when
the relative distance is small. Similarly, minor illumination
changes may induce small errors in the geodesic time calcula-
tions that dictate connection strength. These discrepancies
can cause the true solution to be dominated by other so-
lutions with similar, but unequal, strength. We implement
two measures to combat this shortcoming. First, we add
gaussian noise (µ = 0, σ = 0.02) to the raw strength values
on each generation. This increases the probability that two
similar solutions remain on the same nondominated front, al-
lowing “less fit” solutions to survive in the short term. Sec-
ond, we do not require that the “best” solution be in the
Pareto-optimal set; if the true solution exists in the popu-
lation at the end of a run, there is a chance to recover it
during post-processing.

3.2.4 Post-processing
The output of a typical multiobjective evolutionary algo-

rithm is a set of Pareto-optimal solutions. In our application,
however, only one solution4 is truly optimal. To reduce the
final population in an effort to identify the true solution, we
use the following procedure. First, all infeasible hypotheses
are discarded. Next, duplicate solutions are identified via
graph matching and subsequently removed. The remain-
ing set is sorted based on a priority of objectives; currently,
we prioritize connection strength because it seems to have
greater discriminative power than joint detection.

4. EXPERIMENTS

4.1 MECH130 Dataset
3The degrees of freedom is the number of independent vari-
ables required to fully characterize the configuration of a
mechanism.
4Or a very small set of solutions (see section 3.2.1)

Table 1: General NSGA-II parameters
Parameter Symbol Value

population size µ 200N†

number of offspring λ µ
maximum number of generations n 20
crossover method − uniform
crossover probability pc 0.9
mutation method − uniform
mutation probability pm 0.1
tournament size k 0.05µ
†N refers to the number of detected joints

A custom dataset was created comprising 130 images from
5 textbooks [15, 22, 23, 24, 26] (see Figure 6 for examples).
Each image shows a 1-DOF, closed, planar mechanism con-
taining only revolute joints. No assumptions were made re-
garding position, scale, or orientation of the mechanism, al-
though it is assumed the entire mechanism is included in the
image. Images were not processed (e.g. cropping, filtering),
so they may contain noise, illumination changes, and extra-
neous information such as text, annotations, pencil mark-
ings, or partial components from other mechanisms. The
dataset is made publicly available as supplementary mate-
rial to this paper, including hand-labeled ground truth in-
formation for each mechanism (joint locations and pairwise
connections).

4.2 Methods
Two experimental studies were conducted on sample im-

ages from the MECH130 dataset to investigate the effec-
tiveness of our approach. The first study aims to isolate
the performance of the evolutionary algorithm from the vi-
sion aspects of the problem by creating artificial data for the
image consistency fitness criteria based on generalized detec-
tion characteristics. The second study focuses on a practical
implementation of the full system using a linear SVM over
HOG features to locate joints and normalized geodesic time
to compute likely connections, as described in section 3.1.
Both experiments were performed using the same general
settings listed in Table 1, and only differ in the ways out-
lined in the following paragraphs. The implementation has
been developed in MATLAB [21], and all experiments were
performed on an Intel(R) dual-core 2.50GHz CPU with 3GB
RAM.

4.2.1 Parameterized Detection
Four images containing nonisomorphic mechanisms were

selected for this study. All combinations of parameters val-
ues (Figure 2 were used to generate artificial detection strength
data. For every 7-tuple, 5 random sets of strength values
were generated, and 2 independent runs were executed on
each set; this amounts to 116,640 total runs. Success rate is
measured based on whether or not the true solution is found
in the pruned and sorted population at the end of a run.

4.2.2 Vision-based Detection
A set of 15 images (3 per textbook) was hand-selected for

testing. Considerable effort was made to include examples
with varying rigid body abstraction, shape, and configura-
tion as well as differing levels of extraneous noise. The re-
maining 115 images were used to train a linear SVM using



Table 2: Parameterization of detection performance
Parameter Symbol Values

1 Pr {0.5, 0.7, 0.9}
2 ∆µj {−0.4,−0.2, 0, 0.2}
3 σtp,j {0.1, 0.2, 0.3}
4 σfp,j {0.1, 0.2, 0.3}
5 ∆µc {−0.2, 0, 0.2}
6 σtp,c {0.1, 0.2, 0.3}
7 σfp,c {0.1, 0.2, 0.3}

HOG features. Joint detection strength and rigid body like-
lihood were calculated according to the techniques in sec-
tion 3.1. For each test image, 100 independent runs were
performed using NSGA-II, and the results were pruned and
sorted according to the procedure in section 3.2.4. See Fig-
ure 6 for an overview of this experiment.

4.3 Results and Discussion

4.3.1 Parameterized Detection
Figure 4 illustrates algorithm performance for the parame-

terized detection scheme described in previous sections. The
goal of this study was to characterize the accuracy of our
method in correctly identifying the underlying mechanical
structure in an image for a generalized joint and rigid body
detector. As expected, the success rate varies significantly
depending on the parameters. In general, good performance
is achieved when precision is high, the false positive joints
are weaker than true positives, and the standard deviation
of peak values remains low. It is clear from the figure that
small changes in the parameters related to joint connection
strength have the greatest impact on success rate. While the
results may not look promising in this case, post-processing
of our object detectors reveal that we are operating in the
redder regions of the image. Figure 5 shows the normalized
sensitivity of success rate to each of the 7 parameters and
confirms that joint connection performance is critical to ac-
curacy. Also, the mean peak of the false positives relative
to true positives is important for both types of detection.
The important outcome of this study is the ability to pre-
dict the performance of a detection scheme when you only
know the general quality of the detector as defined by the
parameterization.

4.3.2 Vision-based detection
An overview of this experiment is provided in Figure 6,

and relevant performance measures are summarized in Table
3. The algorithm was able to find the correct solution at
least once in 13/15 images. For those 13 solved images,
the correct solution was found over 90% of the time. But
perhaps the more important performance measure is where
the solution was found. The top-N accuracy refers to the
percentage of runs in which the true solution was at least in
the top N solutions.

4.3.3 Limitations
Despite the promising results presented in this paper, our

method has some limitations. For example, the algorithm
operates under the assumption that all true joints are at
least weakly detected; in the presence of a false negative,
the method presented in this paper will never find the cor-
rect solution. Correcting this deficiency would require either

Figure 4: Success rate for parameterized tests on
(a) joint detection and (b) joint connection likeli-
hood. Each colored pixel represents the average
success rate over all runs (1080 runs/pixel) for the
subset of parameter vectors defined by the 4-tuple
<Pr,∆µ, σtp, σfp>, normalized by the maximum ac-
curacy. Blue values are low and red values are high.

Figure 5: Normalized sensitivity of each parameter,
as reflected by the average success rate for all cor-
responding runs.

a different representation of the hypothesis space or relax-
ation of joint detection thresholds. Another limitation is
the narrow domain employed here; to fully assess how this
algorithm generalizes, the scope of mechanisms must be in-
creased.

5. CONCLUSIONS AND FUTURE WORK
Our approach leverages the well-understood computer vi-

sion methods for object recognition with the optimizing power
of evolutionary computation. The efficacy of this method
has been demonstrated on a series of textbook images and
shown to solve more than 85% of problems, with the true
solution being found in the top 5 optimal solutions 88% of
the time. Another contribution of this work is the creation
of a custom dataset comprising textbook images of planar
mechanisms, which may serve as a benchmark for future
approaches to solving this problem.

The algorithm has room for improvement in terms of accu-
racy, speed, and scalability. In the future, it is critical to in-
vestigate how well this method generalizes to more complex
mechanisms (e.g. various joint types, spatial kinematics)
and more difficult images (e.g. less abstract graphics, nat-
ural images of real systems); such robustness and scalabil-
ity would make this a very practical computational tool for
engineering design and analysis. For now, we have demon-
strated a successful framework for mechanism recognition
that can be easily adapted to new object detection schemes
and optimization objectives.



Table 3: Vision-based experimental results
Performance Measure Result

success rate, total 79.5%
success rate, solved images 91.8%
top-1 accuracy 50.9%
top-3 accuracy 79.2%
top-5 accuracy 88.0%
average time 4.11± 3.98 sec
average time per joint 0.57± 0.24 sec
average time per connection 0.219± 0.013 sec
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Figure 6: Example test images and results from MECH130 dataset. (a) Raw images. (b) Strength of joint
detections and pairwise connections; higher values indicated by darker (red) color, thicker lines, and larger
markers. (c) Graph representation of the ground truth (if it was ever found)


